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[bookmark: _GoBack]Abstract of the contribution: The paper discusses the conflicting interests of applications and the network in the context of session continuity and highlights the related drivers for not supporting full session continuity in certain scenarios. Based on this, the paper proposes to adopt three session and service continuity modes for the NextGen system and outlines the related solution principles.
1	Discussion
1.1	Session continuity – application versus network interests
From an application perspective it is typically ideal if session continuity is provided by the mobile network since that reliefs application developers from having to bother with mid-session changes of the IP address. In existing system generations this has been enabled by the network selecting a centrally located user-plane anchor and by maintaining the same regardless of the RAT and cell a UE is using to access the network.
At the same time, there are various reasons why the operator may not want the network to select a centrally located user-plane anchor but instead may prefer to terminate the user-plane closer to the location of the UE. This includes network efficiency aspects such as the use of local peering points with external networks, access to local content servers or may also include quality of experience aspects, e.g. to maintain a low end-to-end delay to local communication peers.
Selecting a user-plane anchor closer to the location of the UE for the reasons stated above also implies the need for redirecting a UE’s session to a more appropriate local user-plane anchor should the previously selected user-plane anchor become inefficient due to UE mobility. 
For this reason, the “SIPTO above the RAN” feature was introduced, which enables the network to (a) select a user-plane anchor close to the location of the UE and (b) to change the user-plane anchor as part of deactivating a UE’s PDN connection and requesting the UE to reactivate the session immediately. 
The deactivation and reactivation of a PDN connection as part of SIPTO above the RAN is unilaterally triggered by the network, which leads to a sudden change of the assigned IP address.  However, the ability of different applications to handle such sudden changes of the IP address varies.
1.2	Classes of applications 
As illustrated in [1], there is a class of applications that can handle a sudden change of the IP address by design. The quality of experience offered by such applications is typically not impacted if the network does not provide session continuity as a result of changing the user-plane anchor unilaterally at a time of the network’s discretion. In other words, these applications do not require any specific system support but can safely be bound to PDU sessions terminating on user-plane anchors closer to the location of the UE, which the network may unilaterally decide to change.
At the same time, there is a class of applications that cannot cope well with a change of their assigned IP address. As illustrated in [1], this class includes server applications that require their IP address to remain the same so that they can be reached by their clients (without requiring additional indirection solutions). 
Other applications in this class cannot cope with changes of the IP address since their software design may simply not be robust enough against changes of the IP address by e.g. re-starting network related transactions after a change of IP address. While robustness could be added by modifying the application, this may not necessarily happen.
Finally, there is another set of applications that may already be (or could be enhanced to be) robust enough against a change of IP address, i.e. they may be able to continue an existing session after re-binding to a new IP address. However, the quality of experience delivered by these application may still suffer due to the delay until the service can continue as in case of interactive applications such as voice over IP.
Given this, this entire class of applications typically requires the system to select and maintain a centrally located user-plane anchor.
Obviously the class of applications that require selection and maintenance of a central user-plane anchor conflicts with the operators’ interest in selecting a local user-plane anchor, i.e. prevents operators from leveraging benefits such as use of local peering points for these applications.
This leads to the question (implicitly raised by [2]) whether at least some applications that currently require to be bound to a centrally located user-plane anchor could be supported by the network so that they could instead be bound to sessions terminating on a user-plane anchor closer to the UE. This in turn would increase the number of applications and the related traffic, for which operators could benefit from use of local peering points, etc.
The actual proposal as per [2] is to enable a make-before-break approach by temporarily allowing a UE to have two PDU sessions to the same data network but to two different user-plane anchors (the previous as well as the new local user-plane anchor). This approach is expected to enable upper-layer session continuity mechanisms (e.g. using MP-TCP, QUIC, SIP, or other mechanisms) to rebind flows from the old to the new session PDU (i.e. to move flows from the previous to the new local user-plane anchor).
It is worth highlighting that with some exceptions like MP-TCP (which can be supported transparently for many legacy applications [4]), this make-before-break approach will require explicit support from most applications. This is because applications need to be made aware of the impending deactivation of the previous PDU session and the availability of a new PDU session so that an application can start re-binding flows in cooperation with its communication peers. From the author’s perspective, this aspect is beyond the scope of 3GPP but should at the same time not be considered an obstacle preventing 3GPP to progress solutions in this space.
In line with the above, the remainder of this paper focuses on defining three different session and service continuity modes for the NextGen system, discussed the issues to be addressed and proposes related solutions.
1.3	Session and service continuity modes 
The NextGen system is proposed to support the following session and service continuity (SSC) modes:
-	Full session continuity (FSC): The same user-plane anchor is maintained regardless of the access technology (e.g. RATs and cells) a UE is using to access the network. For PDU sessions of type IP, full session continuity implies that the assigned IP address remains the same.
-	Local session continuity (LSC): The same local user-plane anchor is only maintained across a subset of cells and RATs (referred to as the serving area of the user-plane anchor). When the UE leaves the serving area of a local user-plane anchor, the network redirects the session to a different local user-plane anchor (referred to as the target user-plane anchor) suitable for the UE’s new point of attachment to the network.
-	Make-before-break local session continuity: (mLSC): This is similar to local session continuity, i.e. an assigned local user-plane anchor is only maintained across a subset of cells and RATs. In contrast to LSC the network allows the UE to establish an additional PDU session to the same data network before the network terminates the previous PDU session. The network establishes the additional PDU session to the target user-plane anchor suitable for the UE’s new point of attachment to the network. While both PDU sessions are temporarily active, the UE rebinds applications from the previous to the new PDU session before the previous PDU session gets eventually released.
1.4	System aspects to be addressed 
1.4.1	Overview
The following aspects need to be addressed to support the session and service continuity (SSC) modes as proposed in the previous section:
-	General
-	Mode selection: Which entity determines and requests the SSC mode for a new session; which entity finally decides which mode to apply? 
-	Network support: Will all SSC modes be supported by all networks? If not, how to enable capability negotiation or handling of failure cases e.g. in roaming scenarios? 
-	User-plane anchor selection: How to enable user-plane selection taking the location of the UE (i.e. the UE’s point of attachment) into account?
-	Local session continuity
-	Triggers for redirection to a different user-plane anchor: Which entity determines that the UE has left the serving area of the local user-plane anchor and triggers the redirection procedure?
-	Redirection procedure: How to redirect a UE’s session to a different local user-plane anchor?
-	Make-before-break local session continuity
-	Triggers for redirection to a different user-plane anchor 
-	Which entity determines that the UE has left the serving area of the local user-plane anchor and triggers the redirection procedure?
-	Redirection procedure
-	Which entity requests the establishment of the additional PDU session?
-	Which entity (and based on which event) eventually terminates the previous PDU session?
-	Per-session bitrate enforcement: Depending on the conclusion of the key issue on the NextGen QoS framework, there may be a requirement to support a per PDU session bitrate limitation (e.g. as proposed in section 6.2.2 in [3]). This raises the question whether this is supposed to apply across all PDU sessions of a UE to the same data network and if so, whether and how to enforce the bitrate limitation while the UE temporarily has two active PDU sessions to the same DN.
1.4.2	Analysis and solution proposal
1.4.2.1	General aspects: Mode selection and network support
As illustrated in section 1.2, the SSC mode to be applied for a given session strongly depends on the actual application for which a session is established. 
Knowledge about the application’s needs and capabilities in terms of session and service continuity could be acquired by enabling applications to inform the UE about the same, e.g. using socket options as proposed in [1]). Alternatively, e.g. if not supported by an application, mapping from applications to SSC modes could also be enabled by applying operator configurable policies in the UE. 
While the details of how a UE can learn which session and service continuity mode to request for a given application require more study (including discussing the need for standardized operator configurable policies), it is proposed to assume that the UE is aware of the session and service continuity mode required for a given application. In line with this, it is proposed that the UE explicitly requests the session and service continuity mode for a new session.
Proposal 1: The UE explicitly requests the session and service continuity (SSC) mode for a new session.
From network perspective it appears unrealistic to assume support of all SSC modes in all networks: VPLMNs for instance may prefer to disallow the temporary establishment of a second PDU session for signalling or other reasons. Other networks may prefer to not support full session continuity at all for some data networks to avoid concentrating traffic on centralized peering points with the related data network.
Therefore, it is proposed to (a) allow a serving network to reject SSC modes it prefers to not support and (b) to leave it up to the UE to subsequently request a different SSC mode.
Proposal 2: A serving network may only support a subset of SSC modes. Consequently, the NextGen system shall support a serving network to reject a UE’s request for specific SSC modes. If an SSC mode is rejected by the network, the UE may request a PDU session to the same data network with a different SSC mode.
1.4.2.2	General aspects: User-plane anchor selection
Selecting a serving network function while also taking the location of the UE into account has been supported in previous system generations by using information identifying the UE’s point of attachment to the network (e.g. the tracking area ID, type of access network, etc.) as an input parameter for the related selection function.
Regardless of the details for user-plane anchor selection, which are handled as part of Key Issue 4 in [3], it is proposed to adopt the same principle also for NextGen.
Proposal 3: The NextGen system shall support selecting a user-plane anchor for a PDU session taking information identifying the point of attachment to the network into account.
1.4.2.3	Local session continuity: Triggers for redirection and redirection procedure
In EPC the decision to change the local user-plane anchor for a UE’s session is taken by the network (based on local configuration). It is executed by deactivating a UE’s PDN connection and by requesting the UE to reactivate the session immediately. It is proposed to adopt the same principles to redirect a UE’s sessions to a different local user-plane anchor in NextGen.
Proposal: 4: The network decides whether the local user-plane anchor assigned to a UE’s PDU session needs to be redirected based on local configuration (e.g. information about the serving area of the assigned user-plane anchor). The network redirects the UE’s PDU session to a different user-plane anchor by deactivating the UE’s PDU session and requesting the UE to reactivate the PDU session immediately. This enables the network to select a different local user-plane anchor based on the UE’s current point of attachment to the network.
1.4.2.4	Make-before-break local session continuity
1.4.2.4.1	Triggers for redirection and redirection procedure
Since the original intention behind this procedure is equally network-driven as in case of local session continuity (changing the local user-plane anchor in case are more appropriate anchor becomes available) it is proposed to follow the same approach for triggering the redirection for the mLSC mode: the procedure is triggered by the network based on local configuration.
In contrast to the local session continuity mode, the network however instead indicates to the UE that one of the UE’s active PDU sessions is about to be redirected. This in turn is the trigger for the UE to request an additional PDU session to the same data network.
When receiving the related request from the UE, the network selects a user-plane anchor for the additional PDU session based on the UE’s current point of attachment to the network. Once the additional PDU session has been established, the UE starts rebinding applications bound to the previous PDU session to the new PDU session.
NOTE: 	The details of rebinding applications and flows are beyond the scope of 3GPP.
Once the UE has finished rebinding applications to the new PDU session, the UE releases the previous PDU session.
To safeguard the procedure, the network additionally starts a timer after when indicating the need for redirection to the UE. Should the UE not release the previous PDU session by the time the timer expires, the network releases the PDU session. Should the UE not request an additional PDU session upon receiving the redirection indication from the network, then the network will release the PDU session with an indication to the UE to re-establish it. In other words, in this case the network behaves as in case of local session continuity.
Proposal 5: Make-before-break local session continuity is triggered by an indication from the network to the UE informing the UE that one of its PDU sessions is about to be redirected. This in turn triggers the UE to request an additional PDU session towards the same data network. Once the additional PDU session has been established the UE rebinds applications and flows to the new PDU session (the details of this are beyond scope of 3GPP). The procedure is safeguarded by a timer in the network, which, by the time it expires, makes the network release the previous PDU session.
1.4.2.4.1	Per-session bitrate enforcement
Assuming that a per PDU session bitrate limitation is agreed as part of the NextGen QoS framework, this raises the question whether it is supposed to apply per PDU session of a UE or instead across all PDU sessions of a UE to the same data network (if at all supported by the system for cases other than service continuity).
It is proposed to first discuss the exact requirements from QoS framework perspective before discussing the need for and the details of potential solutions for this aspect.
Proposal 6: Document the potential issue on bitrate enforcement and the dependency on the QoS key issue as an Editor’s note.
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3	Proposal
The following solution is proposed to be added to TR 23.799.

***** Start of changes *****
6.6.x	Solution x - Session and service continuity framework
6.6.x.1	Architecture description
6.6.x.1.1	Overview
This solution provides a framework to support three distinct session and service continuity modes (SSC) in the NextGen system. The modes are defined in section 6.6.x.1.2, the related solution principles are described in section 6.6.x.1.3.
6.6.x.1.2	Session and service continuity modes
The NextGen system shall support the following session and service continuity (SSC) modes:
-	Full session continuity (FSC): The same user-plane anchor is maintained regardless of the access technology (e.g. RATs and cells) a UE is using to access the network. For PDU sessions of type IP, full session continuity implies that the assigned IP address remains the same.
-	Local session continuity (LSC): The same local user-plane anchor is only maintained across a subset of access network attachment points (e.g. cells and RATs), referred to as the serving area of the user-plane anchor. When the UE leaves the serving area of a local user-plane anchor, the network redirects the session to a different local user-plane anchor (referred to as the target user-plane anchor) suitable for the UE’s new point of attachment to the network.
-	Make-before-break local session continuity: (mLSC): This is similar to local session continuity, i.e. an assigned local user-plane anchor is only maintained across a subset of points of attachment to the access network (e.g. cells and RATs). In contrast to LSC the network allows the UE to establish an additional PDU session to the same data network (DN) before the network terminates the previous PDU session. The network establishes the additional PDU session to the target user-plane anchor suitable for the UE’s new point of attachment to the network. While both PDU sessions are temporarily active, the UE rebinds applications from the previous to the new PDU session before the previous PDU session eventually gets released.
6.6.x.1.3	Solution principles
The modes defined in the previous section are supported based on the following solution principles:
-	General
-	Mode selection and network support
-	When requesting a PDU session, the UE indicates the requested session and service continuity (SSC) mode to the network.
NOTE 1: 	It is assumed that a UE is aware of the SSC mode required for a given application.  
Editor’s note: It is FFS whether the requested SSC mode is indicated as part of the DN name or as a separate indication.
-	The serving network either accepts or rejects the requested SSC mode based on local configuration. If the serving network rejects a UE’s request for a specific SSC mode, the UE can request a session for the same DN with a different SSC mode.
NOTE 2: 	A serving network may decide to reject certain SSC modes for different reasons, e.g. it may reject the FSC mode for a specific data network to avoid concentrating traffic on centralized peering points with the related data network.
-	SSC modes apply per PDU session. A UE may request different SSC modes for different PDU sessions, i.e. different PDU sessions which are active in parallel for the same UE may have different SSC modes.
-	User-plane anchor selection: When selecting the user-plane anchor for a PDU session, the network takes the UE’s current point of attachment and the requested SSC mode into account.
-	Full session continuity
-	The assigned user-plane anchor is maintained during the lifetime of the PDU session, i.e. the user-plane anchor is not changed by the network.
-	Local session continuity
-	Triggers for redirection to a different user-plane anchor
-	The network decides whether the local user-plane anchor assigned to a UE’s PDU session needs to be redirected based on local configuration (e.g. information about the serving area of the assigned local user-plane anchor).
-	Redirection procedure
-	The network redirects the UE’s PDU session to a different user-plane anchor by deactivating the UE’s PDU session and requesting the UE to reactivate the PDU session immediately.
-	While the UE deactivates the PDU session and requests the re-establishment of the PDU sessions, the UE remains attached.
-	When receiving the request to re-establish the PDU session from the UE, the network selects a local user-plane anchor based on the UE’s current point of attachment to the network.
-	Make-before-break local session continuity
-	Triggers for redirection to a different user-plane anchor
-	The network decides whether the local user-plane anchor assigned to a UE’s PDU session needs to be redirected based on local configuration (e.g. information about the serving area of the assigned user-plane anchor).
-	Redirection procedure
-	The network indicates to the UE that one of the UE’s active PDU sessions is about to be redirected. The network also starts a timer. 
-	If the UE is in Idle state, the indication is sent to the UE when the UE returns to Active state. 
Editor’s note: The previous principle needs to be revisited once the need (or not) for a Core Network Idle state has been concluded.
-	Based on this indication from the network, the UE requests an additional PDU session to the same DN.
-	If the UE has sent a request for an additional PDU session to the same DN without a prior indication from the network that the active PDU session will be redirected, then the network rejects the UE’s request. Otherwise, the network selects a user-plane anchor for the additional PDU session based on the UE’s current point of attachment to the network.
-	Once the additional PDU session has been established, the UE starts rebinding applications bound to the previous PDU session to the new PDU session.
NOTE 3: 	The details of how the UE rebinds applications and flows are beyond the scope of 3GPP.
-	Once the UE has finished rebinding applications to the new PDU session, the UE releases the previous PDU session.
-	Alternatively, the network releases the previous PDU session when the timer expires.
Editor’s Note: Whether there is an issue related to per session bitrate enforcement when the UE temporarily has two active PDU sessions to the same data network depends on the QoS key issue and is FFS.
[bookmark: _Toc445372770][bookmark: _Toc445384239]6.6.x.2	Function description
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.
[bookmark: _Toc445372771][bookmark: _Toc445384240]6.6.x.3	Solution evaluation
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
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